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Abstract 

Background  MathWorks has provided an invaluable tool for designing and implementing FPGAs. MATLAB HDL 
coder serves a dual purpose, providing a quick proof of concept on the one hand and providing the g an easy-to-use 
platform for testing and verification on the other. It has main drawbacks over these advantages; it generates a code 
that is not optimized for both area and frequency.

Results  In this paper, we provide a technique for optimizing both area and frequency without losing the main 
advantages. The most affecting problem we found is loops. This paper classifies loop writing purposes into two 
types. The first one is preferable and introduces ease of writing a few lines instead of repeating the code. The second 
type is the problem that we intended to solve. Type II loop is appearing when the algorithm should perform these 
lines for several clock cycles. Writing it traditionally, force the synthesizer to implement all the repetitive clock cycles 
as repetitive hardware to be done in one clock cycle. This clock cycle is wide in time and is slow in frequency. This 
paper introduces an optimization technique for this problem. We compare before and after the implementation 
of our proposed technique.

Conclusions  We used Xilinx Spartan 6 XC6SLX4-2CPG196 FPGA. Our proposed technique improves the number 
of slice LUTs (Look Up Tables) requirement from 366 to 72%. The frequency improved from: 26.574 to 185.355 MHz. 
Based on that, we now recommend using MATLAB HDL coder in FPGA Design.
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Background
In FPGA design, there are levels of abstraction. The 
register transfer level and behavior level are the most 
famous abstraction levels. Recently, MathWorks intro-
duced a new level of higher abstraction. Processes are 
described semantically by their functionality, inputs, 
outputs, and preconditions needed for their execution. 
This, of course, makes the mind think about software, 
not hardware. Hardware designers should be aware of 

the level of each signal and its exact time. The invaluable 
addition is that one can write software and MathWorks 
by MATLAB HDL coder [1] generates the correspond-
ing HDL code. This is a breakthrough in the field of 
digital design on FPGAs. It has many vital as it reduces 
time to market through ease of design. This is beside 
the ease of testing and verification. Not only writing 
MATLAB scripts but also from Simulink to HDL code 
is another option that was used for many applications 
[2–8]. There is another cooperation between the ven-
dor of FPGAs and MathWorks. For example, Xilinx 
Company proposed an Integrator Design Environment 
(IDE) for FPGA under the MATLAB tool. This IDE is 
named XSG; it is a high-level design tool that allows 
the use of the MathWorks Simulink environment in the 
design of digital circuits dedicated to Xilinx FPGAs. 
It is used for hardware system generation, simulation, 
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and validation throughout the hardware co-simulation 
technique. Examples of some implementations can be 
found in [9–14]. The performance of the HDL code 
generated by MATLAB HDL coder was studied many 
times [15, 16], for example. The result of these studies 
can be summarized by the generated HDL code having 
different IOs and utilizing more area with low speed. 
Research has shown that MATLAB currently consumes 
more resources and provides less speedy design [16, 
17]. These researchers compared it to the traditional 
methods of designing FPGAs, i.e., VHDL/VERILOG. 
These vital advantages are a major motive for search-
ing for methods to avoid these shortcomings. Not 
only we as researchers, but also MathWorks has begun 
to answer these questions and provided some solu-
tions. There exist optimization methods in MATLAB 
HDL coder. It dealt with the same points that we pro-
pose the loop problem and pipeline. In loops problem, 
MATLAB HDL coder provides two options: one called 
stream option and the other called unroll option. For 
area optimization, the stream option is used to gener-
ate one instance plus some logic to maintain the func-
tionality in the HDL CODE. For speed optimization, 
unroll option is used to make multiple instances of the 
loop body in the HDL code. But there is no control by 
the developer on which loop on the code to be opti-
mized by which option. MathWorks assumes one loop 
all over the script code. However, they use the making 
between the embedded FPGA memory and matrices 
[18] which is very useful. MathWorks also introduces a 
pipeline optimization option. Distributed pipeline is a 
subsystem-wide optimization supported by HDL coder 
for reducing the critical path and achieving high-clock 
speed hardware. By turning on the distributed pipeline, 
HDL coder redistributes the input pipeline registers, 
output pipeline registers of the subsystem, and the reg-
isters in the subsystem to positions that minimize the 
combinatorial logic between registers and maximize 
the clock speed of the chip synthesized from the gener-
ated HDL code. In this paper, we aim to present a tech-
nique for writing codes to reach the closest and best use 

of resources and to improve the speed of design as well. 
In This paper, we focus on improving the performance 
of a DUT (Design Under Test) unit. We choose the AES 
(Advanced Encryption Standard) [19] to be our DUT 
unit. The AES was written by MathWorks as an exam-
ple for MATLAB HDL coder [20, 21]. In a previous 
scope, we compared it with the VHDL implementation 
[16]. We aim to introduce a layer between digital design 
engineers and software developers. Digital designers 
know the timing values of each signal in their design. 
They use timing simulation to review the functionality 
of the design from the top level to the lowest level of 
interconnection. This takes time. This spent time is for 
the cost of optimization of area and frequency. How-
ever, software developers know about transforming the 
algorithm into a script code. They do not care about 
how this script is performed and at what time. They just 
care about output validation. We intend to put a pro-
cedure for them to reach the optimized output of the 
FPGA implementation without having to learn digital 
design.

Digital designers know some facts; first, pipeline 
improves the frequency performance. In digital circuits, 
the pipeline is to insert registers after combinatorial cir-
cuits and between combinatorial circuits [22]. Figure  1 
illustrates the pipeline of a combinatorial logic with out-
put feedback to the input. This gives the chance for the 
clock’s periodic time to be reduced. In consequence, the 
frequency increases. The last and most important fact is 
that digital circuits are controlled by a clock. The loop-
ing function is done by the existence of that clock with 
a clock enabled. The synthesizer of the HDL code is not 
able to understand loops. But instead, if you replace it 
with an if statement you force the synthesizer to know 
that here there is a clock enable signal and this clock is 
under the control of the if statement conditions. The 
loop is automatically performed. In “Methods” section, 
we introduce a technique to improve the performance 
by taking some functions of the AES by MathWorks as 
examples we compare the area optimization before and 
after the implementation of the proposed technique. In 

Fig. 1  Simplified description of digital circuits
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“Results” section, we represent the findings and results. 
Next, we discuss the results. Finally, we conduct the 
conclusion.

Methods
There is a main problem according to our research forces 
MATLAB HDL Coder to consume more resources than 
coding by VHDL/VERILOG languages. This problem is 
writing loops. Two types of loops could be found. The 
first one is meant to create multiple instants to be used 
all in one clock cycle, i.e., multiple repetitive blocks with 
different inputs. The second one is meant to force the 
synthesizer to implement on the FPGA one instant to be 
repetitively, used each clock cycle. This for-loop type is 
our concern here. HDL synthesizers understand loops by 
creating multiple instants of the loop’s body. If we keep 
this type, the synthesizer will synthesize it as multiple 
repetitive blocks without needs. This reduces the perfor-
mances in both area and frequency. In the next two sub-
sections, we will discuss two examples: one for the type I 
loops and the other for type II loops. We take the Design 
Under Test (DUT) as AES encryption.

Example of the type I loop
The type I loop has no problem with the performance it 
just facilitates the coding. Figure 2 illustrates the exten-
sion of the AES key script. Each round of the ten rounds 
needs a key that depends on the previous key. Each key 
has four columns, BS = 4. Each round key has sixteen 
bytes (128-bit) structured as columns such that column 
1 has k_out array numbers 1, 5, 9, and 13, column 2 has 
k_out array numbers 2, 6, 10, and 14, column 3 has k_out 
array numbers 3, 7, 11, and 15, and column 4 has k_out 

array numbers 4, 8, 12, and 16 [19]. The loop in Fig. 2 is 
run over the number of columns BS. This loop ends by 
creating a 128-bit round key “k.” The whole round key is 
needed each round/ cycle. So let the synthesizer repeat 
the implementation of the instant, knowing that this 
matches the requirements without affecting the perfor-
mance, so this is an example of loop type I, in which each 
round from the ten rounds the function should output 
128 bits of the key. The loop here is just to generate the 
128-bit key, not the ten 128-bit keys. This key is neces-
sary for each round. So we need this loop to be unrolled 
while synthesizing which is the default. Then, there is no 
need for any optimization just keep it as it is.

Example of the type II loop
The AES 128 encryption algorithm [19] has 10 rounds 
to process one plain text. Initially, the input plain text 
and cipher key are used in the first round. The output 
of the first round is the temporary cipher text “s.” Each 
round needs a round key “k,” this “k” is generated from 
the extension of the AES key script. This means that the 
next rounds process both “k” and the feedback “s” by the 
“mainroundsstate” script to get new “k” and “s.” The last 
round is different in using the final round script instead 
of the “mainroundsstate” as shown in Fig.  3. As we can 
see, we can process the round in a cycle. The output is 
feedback to the input. This should be stored in registers. 
However, if we keep this loop as it is and proceed to the 
synthesizer, then we will obtain a bad utilization of the 
FPGA resources. We need to find a way for storing the 
previous value of the output and feedback on the input 
with it. There exists a keyword in MATLAB that do so. 
This keyword is persistent. A persistent variable is a local 

Fig. 2  Type I loops example
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variable in a MATLAB® function that retains its value 
in memory between calls to the function. If one gener-
ates code from a model [23]. It generates a storage device 
with either registers or memory blocks. Use the persis-
tent keyword to store the output of the loop that will be 
feedback to the input in the next call. This storing of the 
feedback acts as a pipeline. Pipeline improves both area 
and frequency performance. Let the tester call the top 
level in a loop. This loop in the tester replaces the clock 
effect in the hardware (FPGA). Figure  4 illustrates the 
code modifications. In Fig. 4, the loop is replaced with an 
if statement to solve the looping problem and so improve 
the area utilization. We also added a register to the out-
put by using the keyword persistent. These registers both 
store the last value and pipeline the combinatorial logic. 

This improves the frequency. In the next section, results 
will be presented not only for the proposed method/ 
technique but also for the built-in MATLAB HDL coder 
methods.

Results
In this section, we present the synthesizer results for non-
optimized code, unroll option, stream option, and our 
proposed optimization technique. The FPGA platform 
is the target platform to be Digilent Cmod S6TM  FPGA 
Board [24]. It has Xilinx Spartan 6 XC6SLX4-2CPG196 
FPGA based on a previous AES design and implementa-
tion using VHDL, [25]. Table  1 shows the utilization of 
Xilinx Spartan 6 XC6SLX4-2CPG196. Table 2 shows the 
utilization under the unroll optimization option. Table 3 

Fig. 3  Type II loops example
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shows the utilization under the stream optimization 
option. Table 4 shows the utilization under the proposed 
optimization technique. In the next section, we will dis-
cuss these results in detail

Discussion
To illustrate the numbers, we draw a histogram for 
each table utilization percentages. Figure  5 shows the 
non-optimization options compared to the unroll opti-
mization. The effect of the unroll optimization area is 
the huge increases of the used number of slice registers 
from 5 to 58%, the number of fully used LUT-FF pairs 
from 2 to 11%, and the number of block RAMs/FIFO 
from 8 to 25%. The only thing that slightly decreased 
is the number of slices LUTs 9%. This means that the 
unroll optimization option has an undesired effect. Fig-
ure  6 shows the comparison between the non-optimi-
zation options and the stream optimization. The figure 
illustrates that the stream optimization option in the 

Fig. 4  Applying the proposed optimization for loop problem

Table 1  Estimated utilization summary for MATLAB HDL coder-
based implementation to AES encryption module without loop 
optimization

Logic utilization Utilization (%)

Number of slice registers 5

Number of slice LUTs 366

Number of fully used LUT-FF pairs 2

Number of block RAM/FIFO 8

Number of BUFG/BUFGCTRL/BUFHCEs 6

Table 2  Device utilization summary (estimated values) for unroll 
option by MathWorks

Logic utilization Utilization (%)

Number of slice registers 58

Number of slice LUTs 357

Number of fully used LUT-FF pairs 11

Number of block RAM/FIFO 25

Number of BUFG/BUFGCTRL/BUFHCEs 6

Table 3  Device utilization summary (estimated values) for 
stream option by MathWorks

Logic utilization Utilization (%)

Number of slice registers 132

Number of slice LUTs 638

Number of fully used LUT-FF pairs 19

Number of block RAM/FIFO 8

Number of BUFG/BUFGCTRL/BUFHCEs 6

Table 4  Device utilization summary (estimated values) for the 
proposed technique

Logic utilization Utilization (%)

Number of slice registers 20

Number of slice LUTs 72

Number of fully used LUT-FF pairs 35

Number of block RAM/FIFO 16

Number of BUFG/BUFGCTRL/BUFHCEs 6
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HDL coder increased the number of slice registers from 
5 to 132%. The number of slice LUTs is increased from 
366 to 638%. The number of fully used LUT-FF pairs is 
increased from 2 to 19%. This illustration leads us not 
to recommend the stream optimization option. Figure 7 
compares the three tables together. The comparison 
shows that without HDL coder, optimization option is 
better than both options.

In Fig. 8, a histogram comparison between before and 
after optimization is introduced. This figure shows that 
our optimization has freed up 294% number of slice 
LUTs, at the expense of 15% number of slice registers, 
33% number of fully used LUT-FF pairs, and 8% of the 
number of block RAM/FIFO. The maximum frequency 
of our proposed technique is 185.355 MHz, while the fre-
quency of the non-optimization method is 26.574 MHz. 
That we improve the speed approximately seven times 
faster. The proposed optimization technique is limited to 
the script path and not applicable to the Simulink path. 
This technique depends on loop problem. In the next sec-
tion, the conclusion of the paper will be conducted.

Conclusions
In this paper, we prove that the code writing affects the 
synthesizing too much. We classified the loops into two 
categories. One is used to reduce the time of repeating 
the same body. This type should be kept without opti-
mization. The other is the equivalent of the clock and 
clock enable signal in the hardware design. We intro-
duced two-step procedure to optimize type II loop. The 
first step is to replace the for statement by if statement 
with a condition over a counter. The second step is to 
pipeline the output with a register using the persistent 
keyword. Our proposed technique improved both area 
and frequency. Using the proposed technique freed up 
294% of the critical resources. This area optimization 
enabled the unfit FPGA to be fit. At the same time, the 
frequency was enhanced to be seven times faster than 
without our proposed optimization solution. The target 
was Xilinx Spartan 6 XC6SLX4-2CPG196 FPGA. Based 
on these results, we recommend designing the FPGA 
using MATLAB HDL coder on one condition; following 
the newly proposed technique that helps in overcoming 
its shortcuts.

Fig. 6  A comparison between the FPGA utilization with and without 
the stream option

Fig. 7  A comparison between the stream, unroll, and non-optimization 
options

Fig. 8  A comparison between the proposed technique optimization 
and non-optimization utilization

Fig. 5  A comparison between the FPGA utilization with and without 
the unroll option
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Abbreviations
AES:	� Advanced Encryption Standard
FPGA:	� Field Programmable Gate Array
LUT:	� Look Up Table
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