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Abstract 

Background  Mortality forecasting is a critical component in various fields, including public health, insurance, 
and pension planning, where accurate predictions are essential for informed decision-making. This study introduces 
an innovative hybrid approach that combines the classical Lee–Carter model with advanced machine learning tech-
niques, particularly the stack ensemble model, to enhance the accuracy and efficiency of mortality forecasts.

Results  Through an extensive analysis of mortality data from Ghana, the hybrid model’s performance is assessed, 
showcasing its superiority over individual base models. The proposed hybrid Lee–Carter model with a stack ensem-
ble emerges as a powerful tool for mortality forecasting based on the performance metrics utilized. Additionally, 
the study highlights the impact of incorporating additional base models within the stack ensemble framework 
to enhance predictive performance.

Conclusion  Through this innovative approach, the study provides valuable insights into enhancing mortality pre-
diction accuracy. By bridging classic mortality modeling with advanced machine learning, the hybrid model offers 
a powerful tool for policymakers, actuaries, and healthcare practitioners to inform decisions and plan for the future. 
The findings of this research pave the way for further advancements and improvements in mortality forecasting 
methodologies, thus contributing to the broader understanding and management of mortality risks in various 
sectors.
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Background
Accurate predictions of death rates hold significant 
importance for insurance companies and experts in 
public health. This accuracy aids in the allocation of 
resources, planning for future commitments, and evalu-
ating the impacts of health-driven interventions. Fore-
casting the rate of mortality plays a pivotal role within 

economies, as evidenced by the distinct consequences 
of changes in death rates, as seen during the COVID-19 
outbreak in 2020. According to an investigation by the 
American Council of Insurers, life insurance companies 
paid out more than 90 billion dollars to beneficiaries as 
a result of deaths related to COVID-19 during that year 
(Dore 2023). Nonetheless, mortality rates are suscep-
tible to a range of influences beyond just pandemics. 
Aspects such as shifts in climate patterns and property 
damages have vital roles in molding these rates. Addi-
tionally, genetic data also play a part in mortality (Angus 
and van der Poll 2013). The financial strain caused by 
uncertainties in mortality patterns imposes the neces-
sity of establishing a framework or set of methodolo-
gies for forecasting mortality trends in the foreseeable 
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future. However, erroneous mortality predictions could 
carry significant economic and societal consequences, 
particularly affecting industries like insurance and pen-
sions (Bhardwaj and Agarwal 2022). Inaccurate forecasts 
can lead to underfunded pension programs, resulting in 
financial stress for retirees and the government. Several 
statistical approaches have been devised for predicting 
mortality rates. Among them, the Lee–Carter model has 
gained prominence as the most commonly utilized one. 
Nevertheless, the Lee–Carter model has its own set of 
drawbacks when it comes to handling mortality data, as 
highlighted in (Gyamerah et  al. 2023). To address these 
limitations, the applications of machine learning have 
emerged as a potential remedy. This has been pointed out 
by researchers such as (Bjerre 2022; Marino et  al. 2023; 
Nigri et  al. 2019). Machine learning techniques offer a 
more adaptable and data-centric approach to modeling 
mortality trends, capable of capturing complex interac-
tions and nonlinear relationships between variables and 
mortality outcomes (Berrang-Ford et al. 2021).

Numerous researchers have endeavored to address the 
limitations of the Lee–Carter model by either extend-
ing it or combining it with other robust models, aiming 
to achieve precise and accurate mortality forecasts. For 
instance, Li et al. (2011) assessed the assumption of lin-
earity of the mortality index in the Lee–Carter model. 
They investigated how the model’s parameters change 
over time and whether there are any structural breaks in 
the mortality index of the Lee–Carter model for mortal-
ity forecasting. The study utilized mortality data from 
the USA, Canada, and the United Kingdom from 1960 
to 2006. They proposed a modified version of the Lee–
Carter model that considers these structural breaks by 
using the Zivot-Andrews test to determine if the mor-
tality index in the Lee–Carter model is best explained 
by the simple random walk models or the broken trend 
stationary model. Their results demonstrated that this 
modified and improved model provides more accurate 
mortality forecasts compared to the original Lee–Carter 
model. In a study by Rawak (2022), the generalized lin-
ear model (GLM) framework of the Lee–Carter model 
was enhanced by incorporating additional factors influ-
encing mortality. The inclusion of these factors, along 
with time-factor modulation, significantly improved the 
model’s adequacy for the 14 selected countries. Danesi 
et al. (2015) addressed the limitations of the Lee–Carter 
model by comparing different variants of the traditional 
model to forecast mortality rates in sub-populations in 
Italy. The outcomes underscored the effectiveness of 
models that strike a balance between complexity and 
flexibility. They suggested exploring alternative multi-
population datasets and pertinent methods for cross-
population forecast comparisons in future research. In 

Leng and Peng (2016), the two-step estimation proce-
dure proposed by Lee and Miller (2001) might not effec-
tively capture the underlying dynamics of the mortality 
index. Doubts were raised about the validity of future 
mortality projections using the two-step inference pro-
cedure for the Lee–Carter model and its extensions. 
Thus, they recommended adopting an efficient test to 
ascertain whether the mortality index genuinely follows 
a nonstationary autoregressive order of 1 [AR (1)] pro-
cess, enhancing the reliability of the two-step inference 
procedure. Richman and Wuthrich (2019) extended the 
Lee–Carter model’s applicability using neural networks, 
automatically selecting the optimal structure to eliminate 
manual specification. Their approach outperformed the 
traditional models in out-of-sample forecasting, excelling 
in learning complex relationships autonomously. Simi-
larly, Hong et al., (2021) proposed a hybrid model com-
bining the Lee–Carter model, artificial neural networks, 
and random forest models for mortality forecasting. 
The hybrid model proposed in their work demonstrated 
superior performance in predicting mortality rates as 
compared to the traditional models. Highlighting the sig-
nificance of machine learning in healthcare, Darabi et al., 
(2018) emphasized the role of machine learning models 
in predicting mortality risks for intensive care unit (ICU) 
patients. They applied gradient boosting trees and neu-
ral networks to patient data, with gradient boosting trees 
outperforming neural networks in accuracy. Austin et al. 
(2012) assessed the benefits of ensemble-based methods 
for predicting 30-day mortality in patients with cardio-
vascular conditions, showing improved accuracy com-
pared to conventional regression trees. A recent study 
by Marino et  al. (2023) integrated neural networks into 
the Lee–Carter framework using recurrent neural net-
works (RNN) and long short-term memory (LSTM) 
networks. The integration demonstrated the efficacy of 
machine learning in enhancing the predictive capability 
of the Lee–Carter model for reliable long-term mortality 
projection.

Recent studies have shown that machine learning mod-
els have the potential to capture complex time series 
trends better than traditional statistical models (Gya-
merah et al. 2019, 2023; Onyema et al. 2022; Alaje et al. 
2022), potentially improving the accuracy and flexibility 
of mortality forecasts. However, machine learning mod-
els can also lack interpretability, making it challenging 
to understand the underlying mechanisms that drive 
mortality trends (Gandin et  al. 2021). Therefore, there 
is still the need to consider the potential of the tradi-
tional mortality forecasting models when implementing 
machine learning algorithms for the mortality forecast. 
While a few studies have made attempts to address the 
limitations of the Lee–Carter model by combining it with 
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certain machine learning approaches (Marino et al. 2023; 
Nigri et  al. 2019; Richman and Wuthrich 2019), there 
remains a noticeable gap in the existing literature con-
cerning the integration of an ensemble of machine learn-
ing models with the Lee–Carter model. In this study, we 
seek to develop a new mortality forecasting model that 
can integrate the strengths of machine learning ensem-
bles and traditional statistical forecasting models (the 
Lee–Carter model). Hybridizing the Lee–Carter model 
with an ensemble of machine learning models will pro-
vide a balanced approach to mortality forecasting. While 
the Lee–Carter model has a history of use and inter-
pretability, machine learning will enhance its capabil-
ity by accommodating structural changes and reducing 
biases, ultimately yielding a more accurate mortality 
forecast. The proposed model will combine an ensemble 
of machine learning and the Lee–Carter model to cre-
ate an accurate and interpretable model by leveraging 
the strengths of the Lee–Carter model’s ability to model 
trends in mortality rates over time while incorporat-
ing machine learning methods to capture more complex 
and nuanced mortality trends. Even though existing lit-
erature has highlighted the potential of ensemble mod-
els, there remains an unresolved question concerning the 
selection of base models and the optimal number of such 
models to achieve enhanced accuracy in mortality fore-
casting. Our study contributes to the existing literature 
on hybridizing machine learning models with the tradi-
tional mortality forecasting models in three main ways: 
(1) to develop a stack ensemble machine learning algo-
rithm that combines multiple machine learning models 
to create a more robust model; (2) to examine how the 
number of base models affects the prediction accuracy; 
and (3) to assess the performance of each distinct base 
model in predicting mortality data after hybridizing with 
the Lee–Carter model. The rest of the study is organized 
as follows: Chapter two explains the materials and meth-
odology adopted in the study. Chapter three presents the 
results and a discussion. Then, chapter four concludes 
the work and presents some recommendations.

Methods
In this chapter, we describe and explore our data set and 
also discuss the general idea behind our model building. 
We then discuss the traditional Lee–Carter model and its 
parameter estimation; we also provide brief information 
on the machine learning models used in our stack ensem-
ble algorithms; and finally, we describe how our proposed 
hybrid model is developed.

This study employed secondary data on a specific sub-
population of Ghana aged 40–83, covering the years 
2010–2020. For the analysis, a total of 6,360,292 indi-
viduals and 92,062 total deaths were observed. The data 

includes the variables age, years, and mortality rate. The 
age variable represents the age groups observed across 
multiple years. The year variable indicates the specific 
year for which we aimed to calculate the mortality rate. 
Lastly, the mortality rate variable represents the log of 
the rate of mortality for a particular age group across dif-
ferent years. To analyze the mortality patterns, we com-
puted mortality rates for each age by dividing the number 
of deaths for that age by the total population at risk for 
that age across the different years. The total log mortal-
ity rate for a particular age group was obtained by adding 
the total number of deaths for that age group across the 
years and dividing it by the total number of exposures for 
that age group across the years. Additionally, to calculate 
the log mortality rate for each year, we added the total 
number of deaths for that year across the different age 
groups and divided it by the total number of exposures 
for that year across the different age groups. This allowed 
us to examine mortality trends over time in the specified 
sub-population of interest. By analyzing these variables, 
we investigated the mortality patterns within specific age 
groups over time, allowing us to understand how mortal-
ity rates varied across different years and age categories.

Exploratory data analysis
Figure 1 depicts the relationship between the age of indi-
viduals in Ghana (measured in years) and mortality rates, 
which clearly reveals a positive correlation. This implies 
that, on average, mortality rates tend to rise as individu-
als get older. Additionally, the plot demonstrates that 
between the ages of 40 and 65, the increase in mortality 
rates is relatively gradual, but it accelerates beyond age 
65. This is a predictable pattern, as individuals over the 
age of 65 are generally more prone to experiencing higher 
mortality rates compared to younger individuals. It can 
also be concluded that the Ghana National Pensions 
Regulatory Authority can increase the compulsory retire-
ment age from 60 to 65. The scatter plot depicting the 
mortality rates of individuals in Ghana over time dem-
onstrates a consistent and linear negative correlation. 
This indicates that mortality rates tend to decrease as the 
years progress. The trend is logical, as advancements in 
healthcare and improved living conditions over time con-
tribute to longer life expectancies for individuals of all 
ages.

Model building framework
We develop a hybrid model that combines the traditional 
Lee–Carter model with different machine learning algo-
rithms. Our approach for the hybrid model is to combine 
the Lee–Carter model with a stack of the optimal num-
ber of base models instead of combining the individual 
models with the Lee–Carter model. Specifically, we 
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develop a stack ensemble algorithm taking the general-
ized linear model (GLM), random forest (RF), decision 
tree (DT), extreme gradient boosting (XGBoost), and 
the neural network as the base models. The stack ensem-
ble algorithm is then used together with the Lee–Carter 
model to predict mortality.

The Lee–Carter model
The Lee–Carter model is a statistical approach designed 
for analyzing time series data. It breaks down the natu-
ral logarithm of mortality rates within a given population 
into two key elements: a temporal trend and an age-
based pattern. This model operates under the assumption 
that the logarithmic value of mortality rates in a specific 
year and age group can be expressed as a linear equation 
involving distinct components, namely an age-dependent 
base-line factor, an age-related slope factor, a chronologi-
cal reference, and a random error component. The theo-
retical Lee–Carter model is given by:

where mx,t is the central rate of mortality for age group 
x at time t. The α parameter represents the average log 
mortality rates by age over time. It captures the over-
all level of mortality rates across age groups. The βx 
parameter indicates how rapidly or slowly the respective 
age-specific rates change with respect to κt . The κt param-
eter represents the level of mortality at a given time, and 
ǫx,t ∼ 0, σ 2  . To obtain a unique solution for the Lee–
Carter model, Lee and Carter (1992) applied constraints 
to ensure that the age-specific slope terms sum to 1 and 
the time index sums to 0. 

∑
β = 1 and

∑
κ = 0.

The parameters of the Lee–Carter model are gener-
ally estimated using two common approaches (Richman 

(1)log
(
mx,t

)
= αx + βxκt + ǫx,t

and Wuthrich 2019). The first approach is applying the 
singular value decomposition (SVD) method to a matrix 
of centered log mortality rates (Lee and Carter 1992). 
A second approach is to treat the Lee–Carter model as 
a statistical model and assume an appropriate statisti-
cal distribution from which we can then fit a nonlinear 
model and then use a maximum likelihood method to 
estimate the parameters. In this study, we adopted the 
approach described by Lee and Carter (1992) in their 
original paper. The age-specific intercept term is esti-
mated as the average over time of the log central death 
rates. We use the method of least squares to estimate the 
age-specific intercept terms.

The coefficients βxκt of the Lee–Carter model are esti-
mated in two stages. First, the singular value decomposi-
tion method (SVD) is applied to the matrix of logarithms 
of rates after subtracting the averages over time of the 
(log) age-specific rates.

In the second stage, the time index is modeled to mini-
mize errors in the logs of death rates. This re-estimation 
ensures that the stipulated number of deaths equals the 
actual number of deaths. Next, we show mathematically 
how the βx and κt parameters of the Lee–Carter model 
are estimated using the approach from (Lee and Carter 

(2)

log
(
mx,t

)
= αx + βxκt + ǫx,t

T∑

1

log
(
mx,t

)
= Tαx +

T∑

1

ǫx,t

T∑

1

log
(
mx,t

)
= Tαx

αx =

∑T
1 log

(
mx,t

)

T

Fig. 1  Plots depicting mortality rates among individuals
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1992). First, define a matrix Ax as the centered log of 
death rates by centering the log of the rates at the age-
specific death rates.

Next, we apply the SVD method to the centered log 
death rates to estimate βxκt.

Equation (3) will result in three matrices: U , � , and VT , 
where U and V are orthogonal matrices and � is a diago-
nal matrix.

Therefore, the SVD(Ax) = σ1ux,1vt,1 · · · σkux,kvt,k

=

k∑
1

σiux,ivt,i , where k is the rank of the matrix. The 

study uses a rank of 1 for the estimation of the parame-
ters βx and kx, and βx is estimated from the first column 
of the matrix U. To get a unique solution for our model, 
we apply the restrictions in the original Lee–Carter 
model to the first column of U by dividing the values in 
the first column of the matrix U by the sum of the values 
in the column.

κt is estimated from the multiplication of the first singu-
lar values and the first column of matrix V. Applying the 
restriction on κt,

After estimating the parameters of the Lee–Carter 
model, we utilize the proposed machine learning models 
to re-estimate and predict the time index κt within the 
Lee–Carter model. Subsequently, we replace the forecast 

Ax = log
(
mx,t

)
− αx

(3)SVD(Ax) = SVD
(
log

(
mx,t

)
− αx

)

U =




ux1,t1 ux1,t2 · · · ux1,tn
ux2,t1 ux2,t2 . . . ux2,tn
...

...
. . .

...
uxm,t1 uxm,t2 . . . uxm,tn




� =




σx1,t1 σx1,t2 · · · σx1,tn
σx2,t1 σx2,t2 . . . σx2,tn
...

...
. . .

...
σxm,t1 σxm,t2 . . . σxm,tn




V =




vx1,t1 vx1,t2 · · · vx1,tn
vx2,t1 vx2,t2 . . . vx2,tn
...

...
. . .

...
vxm,t1 vxm,t2 . . . vxm,tn




(4)βx =

(
u1,1 u1,2 · · · u1,t

)
∑

ux,1

(5)κt =
∑

ux,1σ1
(
v1,1 v1,2 · · · v1,t

)

values for the time index κt along with the already esti-
mated values for βx and αx , assumed to be constant and 
consistent (Hong et al. 2021; Lee and Carter 1992), into 
the original Lee–Carter model for our mortality pre-
diction. In the subsequent stages of the study, the focus 
shifts toward delving into the theoretical aspects of the 
proposed base machine learning models and their appli-
cation in predicting and forecasting the time index κt 
within the Lee–Carter model. Additionally, the stacking 
ensemble algorithm is employed to amalgamate these 
algorithms, thereby enhancing the predictive accuracy 
beyond what the individual machine learning algorithms 
can achieve on their own (Breiman 1996).

Stacking ensemble
The stacking algorithm, also known as stacked gener-
alization or stacking ensemble, is an ensemble machine 
learning algorithm that was introduced by Lee and Miller 
(2001). Stacking, like any other type of ensemble tech-
nique, combines multiple learning algorithms to produce 
a desired predictive model. The basic idea of the stack-
ing ensemble algorithm is to train a meta-learner on the 
output of several base models to produce a final model 
that has higher predictive accuracy compared to individ-
ual weak learners. In the first stage, the base learners are 
fitted to the data, cross-validation is done on the mod-
els to help prevent over-fitting, and the predictions from 
each model are saved. The meta-learner uses the output 
(predictions) of the weak learners as input and the tar-
get variables in the original data as the target variables 
in the second stage. It attempts to learn how to combine 
the weak learners to produce an optimal model to make 
better predictions. In this study, we consider the decision 
tree, random forest, neural network, and generalized lin-
ear model as base learners in the first stage of the stacking 
ensemble algorithm. We conducted extensive experi-
ments involving various meta-learner models, including 
the generalized linear model (GLM), random forest 
(RF), XGBoost, and neural network (NN). In Table  1, 
we provide the performance metrics, such as RMSE, 
MAPE, and MAE, for each of these models. Our findings 
revealed that GLM outperformed the other meta-learner 
models, displaying the lowest RMSE, MAPE, and MAE 
values, thereby indicating a higher level of accuracy. 
We chose GLM as the meta-learner for its outstanding 

Table 1  Performance metrics for each of the meta-learners used

GLM RF XGBoost NN

RMSE 0.039143 0.074639842 0.068451098 0.042021144

MAPE 0.02167 0.044750708 0.042520553 0.02541529

MAE 0.0372259 0.074784325 0.069914282 0.046118753



Page 6 of 16Gyamerah et al. Bulletin of the National Research Centre          (2023) 47:158 

interpretability, computational efficiency, and alignment 
with our data characteristics, particularly in the context 
of mortality prediction (Saadatmand et  al. 2023). This 
selection enhances both the accuracy and transparency 
of our stacking ensemble model, in accordance with the 
guidance from (Kablan et  al. 2023) for a well-informed 
model selection process.

We adopt the stacking ensemble technique with the 
aim of achieving accurate estimates and forecast for the 
time index κt of the Lee–Carter model. In the subsequent 
steps, we describe how weak learners are used to make 
predictions in the first stage of our stacking ensemble 
model. We also discuss how the meta-learner utilizes the 
predictions of the weak learners in the first stage to make 
the final prediction.

Generalized linear models (GLM)
Generalized linear models (GLMs) are a class of regres-
sion models that are used for analyzing the relation-
ships between variables (a predictor variable and a target 
response). GLMs have the ability to model nonlinear 
relationships, which makes them more adaptable and 
able to capture intricate patterns in the data than a typi-
cal linear regression model. The use of link functions and 
the choice of appropriate probability distributions for 
the response variable contribute to this flexibility. GLMs 
can be adapted to a variety of data types, including con-
tinuous, binary, count, or non-negative continuous data, 
by carefully choosing an appropriate link function and 
response distribution. For instance, the logistic link func-
tion and a binomial distribution are frequently utilized 
when dealing with binary outcomes. In the same way, 
the log link function with a Poisson distribution is widely 
used for counting data. GLMs can provide accurate pre-
dictions and trustworthy estimations for a variety of 
applications because of their versatility. Mathematically, 
the GLM can be expressed as:

where g(.) is a link function, E(Y ) is the mean 
(expected value) of the target variable and 
β0 + β1x1 + β2x2 + . . .+ βpxp are coefficients associated 
with the predictors.

Decision tree regression (DT)
Decision trees are popular machine learning models that 
have shown the potential of handling classification and 
regression tasks. A decision tree consists of root, inter-
nal, and leaf nodes. Branch nodes in the tree correspond 
to choices between various alternatives, while leaf nodes 
represent classifications or decisions. The tree struc-
ture captures the decision-making process by branching 
based on different features, leading to specific outcomes 

(6)g(E(Y )) = β0 + β1x1 + β2x2 + . . .+ βpxp

at the leaf nodes. The algorithm produces estimates by 
calculating the average of the response variable values 
for data points within the same region identified by the 
regression tree.

The random forest algorithm (RF)
The random forest algorithm is based on the fundamen-
tal idea of combining multiple random decision trees. 
This concept was first mentioned by (Breiman 2001). The 
random forest algorithm was defined as a collection of 
ĥ(., θ1), · · · , ĥ(., θn) , where the ĥ(., θ) are the random tree 
predictors and θ1, · · · , θn are independent random vari-
ables. The random forest predictor ĥRF(x) is derived by 
amalgamating this ensemble of random trees. The ran-
dom forest can be represented mathematically as.

Extreme gradient boosting (XGBoost)
The extreme gradient boosting algorithm is built on the 
gradient boosting framework which essentially combines 
weak learners to form a single model that is robust and 
has a higher predictive accuracy. In the XGBoost frame-
work, the weak learners learn from the errors of the 
previous weak learner to improve its accuracy gradu-
ally forming a more robust model. Given a dataset with 
N observations and M features, the XGBoost algorithm 
aims to learn a prediction function F(x) that maps input 
feature vectors x to a continuous target variable y. At 
each boosting iteration, XGBoost trains a new weak 
learner, typically a decision tree, to capture the residual 
errors from the previous model. The prediction function 
for the tth model, denoted as Ft(x) , can be expressed as:

where Ft−1(x) is the prediction function of the previous 
model at iteration t − 1, γt,m represents the learning rate 
(shrinkage parameter) for the tth model and the mth tree, 
hm(x) denotes the output of the mth decision tree, which 
is a function of the input features x. The final prediction 
function F (x) is the sum of the individual tree outputs 
over all boosting iterations:

where F0(x) represents the initial prediction usually the 
mean of the target variable. The model also adopts regu-
larization techniques and has an in-built cross-validation 

(7)ĥRF(x) =
1

n

n∑

i=1

ĥ(x, θi)

(8)Ft(x) = Ft−1(x)+

M∑

m=1

γt,mhm(x)

(9)F(x) = F0(x)+

T∑

t=1

M∑

m=1

γt,mhm(x)
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structure that helps the model to prevent over-fitting 
even if the data is relatively small.

Neural network (NN)
Neural networks, a group of powerful and flexible 
machine learning models, draw their inspiration from the 
structure and operation of the human brain. They excel at 
learning from complex data patterns, making them ideal 
for diverse tasks, including time series forecasting. Neu-
ral networks consist of interconnected artificial neurons 
organized in layers, resembling the brain’s architecture. 
Each neuron takes inputs, applies a weighted sum, and 
introduces nonlinearity through an activation function. 
During training, the network iteratively adjusts the con-
nection weights and biases to minimize the difference 
between predicted and actual outcomes. This optimiza-
tion process, typically achieved through backpropagation 
and other techniques, enables the neural network to con-
tinuously improve its predictive abilities. Interested read-
ers should refer to (Richman and Wuthrich 2019).

Formation of the stacking ensemble algorithm
The data set was split into training and testing data sets. 
We used the training data set to train the models and the 
testing data set to determine the predictive performance 
of the models on the new data set. The data set contained 
the time index κt of the Lee–Carter model. We assumed 
that the values of κt for the first three years could serve 
as a reliable indicator for predicting the value of κt in the 
fourth year. This approach, adopted by Nigri et al. (2019) 
has proven to be a convenient method of estimating the 
time series variable κt , as also described by Hong et  al. 
(2021). In this study, we conducted an 80–20% data split 
to allow for a robust assessment of our models’ capabili-
ties, where 80 percent of the data was used for training 
the models and the remaining 20 percent served as the 
testing dataset. For the first-level prediction, we utilized 
various combinations of machine learning algorithms 
discussed earlier as the base learners, while employing a 
generalized linear regression model as the meta-learner 
for all combinations. Each base learner was trained on 
the training dataset, and a fivefold cross-validation was 
performed on each learner. This cross-validation allowed 
us to estimate and evaluate the predictive performance 
of the models and prevent over-fitting issues. The cross-
validation predictions from each base learner were then 
combined with the original response target variable, 
forming a new set of input data known as “meta features” 
for the meta-learner. We subsequently trained the meta-
learner on these meta-features. The final stack ensemble 
algorithm is then combined with the Lee–Carter model 
by using the stack ensemble to accurately predict the 
time index for the Lee–Carter model. This allows for 

a more accurate mortality rate prediction by the Lee–
Carter model. The forecast values are then substituted 
in the original Lee–Carter model to make mortality rate 
predictions. The age-specific terms of the Lee–Carter 
model are assumed to be constant through time (Lee and 
Carter 1992).

In the study, we carefully considered and selected 
hyperparameters for each model, as detailed in Table 2. 
The choice of these hyperparameters was based on a 
thorough understanding of their impact on model per-
formance. Therefore, we diligently tuned and configured 
them to ensure optimal results. The selection process 
involved a combination of empirical experimentation and 
best practices within the field, and the rationale behind 
each choice was rooted in the specific requirements of 
our mortality forecasting task.

To assess the predictive accuracy of our proposed 
model on new data, we generated predictions using the 
test dataset for each of the base learners. Subsequently, 
the predictions from the base learners were fed into the 
meta- learner to generate ensemble predictions. We then 
conducted a comparative analysis of the root-mean-
squared error (RMSE), mean absolute error (MAE), and 
mean absolute percentage error (MAPE) of the base 
learner models and the stacked ensemble model. Our 
objective was to achieve lower values of RMSE, MAE, 
and MAPE for our proposed model, as this indicates a 
higher predictive performance. The error metrics used in 
this are mathematically defined below:

Root-Mean-Squared Error:

Mean Absolute Error:

Mean Absolute Percentage Error:

Discussions
Results
In this section, we conduct a graphical analysis of mor-
tality rates across various age groups over time. Addi-
tionally, we present visualizations of the parameter 
estimates of the Lee–Carter model obtained from the 
singular value decomposition. The visualizations pro-
vide insights into the age-specific mortality patterns and 
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√√√√1
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how the model captures the changes in mortality rates 
over the studied time period. The study uses historical 
data from Ghana, which comprises the number of deaths 
for ages 40–83 years and the central exposure at risk for 
the different ages from 2010 to 2020. The analysis was 
conducted using the R programming language, and the 
coding implementation was carried out by the authors.

Figure  2 illustrates how the mortality rates derived 
from our historical data change with advancement in age. 
The plot of mortality rates against different age groups 
over time clearly shows that mortality rates tend to rise 
with advancing age. The increase in mortality rates is rel-
atively gradual and slow for the age groups between 40 
and 60 but accelerates rapidly after the age group of 65. 
Notably, the steepest and most rapid increase occurs in 
the oldest age group, from age group 80 to age group 83, 

reaching a peak rate of approximately 0.12 at age group 
84. This observation is consistent with the data set, which 
shows a high number of deaths for individuals in the age 
range of 80–83. Figure  3 shows the mortality trends of 
individuals in Ghana from age 40–83 from year 2010 to 
the year 2020. From the plot, we can observe a downward 
movement of the mortality rates as the years increase. 
This is generally expected as there has been improvement 
in healthcare, the discovery of new technologies that 
increase life expectancy, and more people continuing to 
be educated.

Tables 3, 4, and Fig.  4 present the estimated κt values 
of the Lee–Carter model using the SVD plotted against 
years, and a clear decline in the overall level of mortal-
ity is evident across the different years. This consist-
ent downward trend equips the Lee–Carter model to 

Table 2  Hyperparameter settings for the machine learning models

Model Parameter Value

Neural networks (NN) Hidden layers configuration (60, 50)

Cross-validation nfold = 5

Fold assignment method Fold assignment = modulo

Early stopping Stopping round = 50

Early stopping metric Stopping metric = RMSE

Tolerance Tolerance = 0

Number of epochs Epochs = 50

Activation function Activation = rectifier

Extreme gradient boosting (XGBoost) Number of trees ntress = 5000

Cross-validation nfold = 5

Fold assignment method Fold assignment = modulo

Early stopping Stopping round = 50

Early stopping metric Stopping metric = RMSE

Tolerance Tolerance = 0

Learning rate learn_rate = 0.1

Subsample rate Sample rate = 0.8

Maximum tree depth max_depth = 5

Random forest (RF) Number of trees ntrees = 1000

Number of splits (mtries) mtries = 2

Cross-validation nfold = 5

Fold assignment method Fold assignment = modulo

Early stopping Stopping round = 50

Early stopping metric Stopping metric = RMSE

Tolerance Tolerance = 0

Subsample rate Sample rate = 0.8

Maximum tree depth max_depth = 30

Generalized linear model (GLM) Alpha Alpha = 0.1

Cross-validation nfolds = 5

Early stopping Stopping round = 50

Early stopping metric Stopping metric = rmse

Tolerance Tolerance = 0
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effectively capture the overall changes in mortality pat-
terns. The observed decline suggests that, on average, 
mortality rates have been decreasing over time. This 
download trend may be attributed to various factors, 

such as advancements in healthcare, positive lifestyle 
changes, and other improvements in public health prac-
tices over the years.

Fig. 2  Mortality rate patterns by age group of individuals in Ghana

Fig. 3  Mortality rate patterns by age group of individuals in Ghana over time



Page 10 of 16Gyamerah et al. Bulletin of the National Research Centre          (2023) 47:158 

Figure  5 showcases the estimated βx values obtained 
using the SVD, displayed against age groups measured 
in years. The graph provides valuable insights into the 
rate of change in mortality rates across different ages 
over time. Specifically, it illustrates how the mortality 
rate of each age group varies as a function of time. Upon 
analyzing the graph, it becomes apparent that certain 
age groups exhibit higher changes in mortality rates, 
as indicated by their corresponding βx values. Notably, 
the rate of change is higher for age groups between 45 
and 50, followed by a slight decline after age group 50. 

Subsequently, it sharply increases after age group 60 and 
begins to decrease again after age group 75. This compre-
hensive visualization allows us to grasp the dynamic pat-
terns of mortality rate changes across various age groups 
throughout the observed period.

Application of the stack ensemble model to the mortality 
data
In this section, we focus on predicting the κt values of 
the Lee–Carter model using our stack ensemble machine 
learning model. We utilize the predicted values to assess 
the predictive accuracy of the machine learning model. 
We do this by calculating the root-mean-squared error 
(RMSE), mean absolute percentage error (MAPE), and 
mean absolute error (MAE) for both the stack ensemble 
model and the individual base models. We have sum-
marized the error measurements in Tables  5, 6 and 7. 
Initially, we constructed a stacked ensemble model with 
three base learners: GLM, RF, and XGBoost. However, 
we noticed that the predictions from these base learn-
ers were not accurate enough. Surprisingly, the predic-
tions from the meta-learner, which aggregated the base 
learners’ outputs, demonstrated better performance 
than the individual base models. We sought to enhance 
the ensemble’s performance by adding another machine 
learning model as a base learner, thus bringing the total 
to four base learners. While this addition resulted in a 
slight improvement in the ensemble’s error, the errors 
of the base models remained unchanged. In our contin-
ued pursuit of optimizing the ensemble, we introduced a 
neural network as an additional base learner, expanding 
the total number of base learners to five. This decision 

Table 3  Estimated κt (2010–2015)

Year κt

2010 5.4609337

2011 4.8139260

2012 4.1926829

2013 2.0038117

2014 0.9860853

2015  − 0.1303990

Table 4  Estimated κt (2016–2020)

Year κt

2016  − 1.3068399

2017  − 1.8863190

2018  − 3.5730888

2019  − 4.4964154

2020  − 6.0643773

Fig. 4  Time index of the Lee–Carter model plotted against years
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yielded a remarkable drop in the ensemble’s error, and 
surprisingly, the errors associated with the individual 
base models, including the newly added neural network, 
remained consistent.

From the performance metrics above, it is evident that 
the individual base models performed poorly in pre-
dicting κt values, with high RMSE, MAPE, and MAE 

values. The stack ensemble algorithm, on the other hand 
achieved the lowest RMSE, MAPE, and MAE values, 
indicating its superior performance in leveraging the 
strengths of the individual base models for predicting κt . 
Additionally, as the number of base models increased, the 
errors associated with the stack ensemble decreased. This 
suggests that the stack ensemble becomes more effective 
with a greater number of base models.

Actual versus predicted mortality rates
We compare the predicted κt values for the years 2016 
and 2019 as shown in Table 6, obtained using the stack 
ensemble algorithms with the actual κt values. These 
predicted κt values are then used to make mortality rate 
predictions by substituting them into the original Lee–
Carter model equation. For this purpose, we assume 
that the αx and βx values remain constant, following the 
approach proposed by Lee and Carter in 1992. Table  8 

Fig. 5  Plot of βx in the Lee–Carter model as a function of age in years

Table 5  Performance metrics for individual base models in the 
stack ensemble model and the stack ensemble itself

The stack ensemble comprises three base models: random forest (RF), XGBoost, 
and generalized linear model (GLM)

Machine learning models

Metric Stack ensemble Random forest XGBoost GLM

RMSE 0.1307365 1.761899 1.747702 1.758636

MAPE 0.05448399 0.9773364 0.9798964 0.9851048

MAE 0.1271199 1.669135 1.607744 1.623914

Table 6  Error measurements of the individual base models in our stack ensemble model and the error measurement of our stack 
ensemble

The stack ensemble model comprises four base models: RF, XGBoost, GLM, and DT

Machine learning models

Metric Stack ensemble Random forest XGBoost GLM DT

RMSE 0.1306422 1.761899 1.747702 1.758636 1.747861

MAPE 0.0544645 0.9773364 0.9798964 0.9851048 0.9799522

MAE 0.1270404 1.669135 1.607744 1.623914 1.608126
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presents the predicted and actual mortality rate values 
for the years 2016 and 2019.

Subsequently, we employ suitable graphical repre-
sentations shown in Figs. 6a, b, 7a, b,8a, b to depict the 
outcomes. These representations serve the purpose 
of evaluating the precision of mortality rate forecasts 
derived from the stack ensemble model’s κt estimations, 
shedding light on any disparities between projected and 
actual figures. This method of examination facilitates 
the derivation of meaningful insights regarding the stack 
ensemble algorithm’s efficacy in forecasting κt values and 
the resultant implications for mortality rate predictions. 
Through these visual depictions, we achieve a lucid and 

intuitive comprehension of the model’s accuracy and its 
competence in capturing fluctuations in mortality rates 
over time. Specifically, our graphical analysis involves 
a comparison between the genuine log mortality rates 
and those predicted by the stack ensemble model for the 
years 2016 (represented as ‘a’) and 2019 (represented as 
‘b’), focusing on age groups spanning from 40 to 83 years. 
This specific time frame is chosen due to its application 
as the evaluation dataset for our stack ensemble, as well 
as its role in computing error metrics.

Based on the depicted plots, a distinct pattern becomes 
evident, illustrating a consistent rise in mortality rates 
with advancing age. This trend holds true for both the 
observed periods, 2016 and 2019, across various ensem-
ble stack models. Notably, the actual and predicted 
mortality rates closely adhere to this discernible pat-
tern across all plots. Upon comparing the actual and 
predicted mortality rates for each respective year (2016 
and 2019), a striking overlap is observable. This overlap 
signifies the remarkable accuracy of our stack ensemble 
algorithm in forecasting mortality rates that closely mir-
ror those derived directly from historical data. Nota-
bly, as we assess models with a greater number of base 
models, a more favorable fit becomes apparent. This 

Table 7  Error measurements for individual base models and the stack ensemble model

The stack ensemble consists of five base models: random forest (RF), XGBoost, generalized linear model (GLM), decision tree (DT), and neural network (NN)

Machine learning models

Metric Stack ensemble Random forest (RF) XGBoost Generalized linear 
model (GLM)

Decision tree (DT) Neural 
network 
(NN)

RMSE 0.039143 1.761899 1.747702 1.758636 1.74786 1.803414

MAPE 0.02167 0.9773364 0.9798964 0.9851048 0.9799522 1.001618

MAE 0.0372259 1.669135 1.607744 1.623914 1.608126 1.704286

Table 8  Comparison of predicted and actual values using stack 
ensembles with different numbers of base models

Increasing the number of base models leads to improved prediction accuracy

Year 2016 2016 2019 2019
Ensemble Actual Predicted Actual Predicted

Stack-3  − 1.30684  − 1.210258  − 4.496415  − 4.654073

Stack-4  − 1.30684  − 1.210264  − 4.496415  − 4.653921

Stack-5  − 1.30684  − 1.257513  − 4.496415  − 4.521541

Fig. 6  Actual and predicted log mortality rate of the Stack-3 model
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phenomenon aligns seamlessly with our analysis of meas-
urement errors; the errors of the stack ensemble decrease 
in correspondence with the augmentation of base mod-
els. This robust alignment substantiates the reliability 
and efficacy of our model in predicting mortality rates 
across diverse age groups. More precisely, our proposed 
approach for mortality forecasting in this study involves 
a stack ensemble methodology. This entails utilizing gen-
eralized linear models, decision trees, random forests, 
extreme gradient boosting, and neural networks as base 
models, with a generalized linear model serving as the 
meta-learner.

Discussion of results
In this section of the study, we try to establish connec-
tions between our approach for mortality forecasting with 
the approach and findings existing in literature and also 
reference existing literature to support our findings and 
recommendations. Through this comprehensive analysis, 
we aim to provide valuable insights into the implications 

of our proposed model for mortality forecasting and their 
relevance in practical scenarios. In our study on mortality 
rates and mortality forecasting, we observed a consistent 
trend of mortality levels. The mortality levels among the 
aged population were higher, on average, than compared 
to younger age groups. The result is consistent with find-
ings from research conducted in the literature of mor-
tality forecasting (Krasowski et  al. 2022). Through our 
comprehensive data analysis, it is evident that mortality 
rates at younger ages demonstrate a gradual increase, 
while mortality rates for older ages exhibit an exponential 
rise. This pattern is often attributed to factors such as a 
weakened immune system, prolonged exposure to harm-
ful substances, and accumulated risks over time of the 
aged population. The observed mortality trends highlight 
the significance of understanding age-specific vulnerabil-
ities and underscore the importance of implementing tar-
geted interventions and healthcare measures to address 
the needs of different age cohorts effectively. When ana-
lyzing the mortality rate of individuals in Ghana over the 

Fig. 7  Actual and predicted log mortality rate of the Stack-4 model

Fig. 8  Actual and predicted log mortality rate of the Stack-5 model
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years, we observed a consistent and gradual decrease in 
mortality rates across all age groups as the years pro-
gressed. This positive trend can be attributed to the nota-
ble improvements in social factors and medical services 
in the country. Over time, Ghana has experienced sig-
nificant progress in various areas that have contributed 
to the decline in mortality rates. One key factor behind 
this improvement is the rise in the educational level of 
the population. With increasing access to education, peo-
ple have become more informed about health practices, 
leading to better health awareness and healthier lifestyle 
choices. Additionally, advancements in medical services 
and healthcare facilities have played a crucial role. Peo-
ple now have better access to healthcare, leading to early 
detection and treatment of diseases, thus reducing mor-
tality rates (Alaje and Olayiwola 2023; Olayiwola et  al. 
2023; Schöley et al. 2022). Furthermore, improvements in 
nutrition and living conditions have positively impacted 
the overall health of the population. People have better 
access to nutritious food, resulting in improved over-
all health and immunity against diseases. The focus on 
sanitation and hygiene has also contributed to creating a 
healthier living environment, further reducing the risk of 
diseases and infections. These positive trends reflect the 
significant progress made by the country in its pursuit of 
a healthier and more prosperous society.

The time index κt of the Lee–Carter model is a crucial 
element that reflects the overall level of mortality across 
time and enables the model to predict mortality rates 
into the future. We identified a significant downward 
trend in the time index during the Lee–Carter model 
data analysis, indicating a systematic decline in mortal-
ity rates over the years covered by the historical data. 
This is a notable result with important implications for 
population dynamics and mortality forecasts. According 
to Schöley et al. (2022), observed drop in mortality rates 
suggests an overall improvement in population health 
and longevity over time. This pattern conforms with the 
idea of the demographic transition, a phenomenon in 
which countries progress from having high rates of births 
and deaths to having lower rates as a result of economic 
and social growth (Walaszek and Wilk 2022). Factors 
such as improvements in healthcare practices, better 
access to healthcare services, and public health initiatives 
could be responsible for the decline in death rates (Hao 
et al. 2020). Additionally, improvements in living condi-
tions, nutrition, sanitation, and education can also result 
in an increase in life expectancy and reduced mortality 
rates. This steady decline has significant implications for 
policymakers and healthcare planners. For accurate pro-
jection of future mortality rates and understanding vari-
ations in population, it is essential that one understands 
this trend. When extending the observed trend into 

the distant future, it is crucial to proceed with caution 
because a variety of intricate factors affect demographic 
patterns, and unforeseen occurrences like pandemics, 
recessions, or changes in lifestyle can have unpredictable 
effects on mortality rates (Brenner 2021).

The performance metrics obtained from the base mod-
els were significantly high, indicating that each model, 
when used individually, struggled to effectively capture, 
and model our historical data. As these machine learning 
models are inherently data-driven, any inconsistencies 
or inaccuracies in the data set could lead to undesirable 
results and compromise predictive performance. The 
high error rates underscore the importance of under-
standing the limitations and potential pitfalls of using 
machine learning algorithms (Onyema et al. 2022). These 
models heavily rely on the quality and representativeness 
of the data they are trained on. If the data used for train-
ing contains noise, outliers, or missing information, the 
model’s ability to make accurate predictions is compro-
mised (Angwin et  al. 2022). It is therefore important to 
pay particular attention to and give careful thought to the 
base models in the stack ensemble that have significant 
measurement errors. These errors may propagate into 
the forecasts of the stack ensemble and have an impact 
on the performance of the ensemble in general should 
they remain present in the base models. Recognizing 
that the quality of the stack ensemble model is affected 
by the accuracy of the individual base models is a crucial 
step in building a robust stack ensemble model. If the 
base models have substantial measurement errors, the 
ensemble model’s ability to fix these errors may be lim-
ited, which could result in substandard forecasts from 
the stack ensemble model. The presence of persistently 
large measurement errors presents a challenge in achiev-
ing optimized forecast accuracy, despite the ensemble’s 
advantage in integrating various models and minimiz-
ing the influence of individual model errors. The stack 
ensemble model is always better than the best single pre-
dictor, but a set of good base predictors gives the stack 
ensemble higher predictive accuracy (Breiman 1996; 
Gyamerah et al. 2019).

The stack ensemble model for the different combina-
tion of base models all showed a relatively lower meas-
urement error as compared to the individual base models. 
This result validates the ensemble approach’s effective-
ness in maximizing the positive effects of each of its con-
stituent models’ strengths while minimizing each of their 
limitations (Breiman 1996). The stack ensemble creates a 
synergistic effect that increases forecasting accuracy by 
integrating several predictions from the underlying mod-
els. The potential of the ensemble to eliminate noise and 
inconsistencies present in the individual base model pre-
dictions helps the ensemble model to achieve the lowest 
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measurement error. The stack ensemble model from the 
different combination of base models showed that as we 
increase the number of base models in a stack ensemble, 
the predictive accuracy increases. We observed from the 
analysis that the stack ensemble with three base models 
showed a good predictive performance compared to the 
base models in the stack ensemble but as we increased 
the number of base models to four, the predictive accu-
racy became better. A significant observation was when 
we increased the number of base models to five, we 
saw a significant decrease in the errors associated with 
the stack ensemble. This was an indication that, for a 
stack model, the predictive performance increases with 
increasing number of base models. There was no change 
in the errors associated with the base models since the 
inclusion of another model to the stack does not affect 
the predictive performance of the existing base model. 
The graphical comparison of the predicted and actual 
κt values also supported the observation made from the 
error measurements. The significant overlap between 
the predicted and actual values of our proposed ensem-
ble model provides additional evidence of the excep-
tional predictive performance and reliability of our stack 
ensemble model in forecasting mortality rates. It is worth 
noting that if the ensemble is extremely complicated or 
the underlying models are over-fitted to the training data, 
the ensemble may not generalize well to unfamiliar, inde-
pendent data sets, resulting in poor performance.

Conclusions
This research aimed to enhance mortality forecasting 
accuracy by integrating a hybrid Lee–Carter model with 
a stack ensemble approach. Combining the strengths 
of the Lee–Carter model and the versatility of the stack 
ensemble, this framework demonstrated improved fore-
casting results. The study’s experiments, conducted on 
real-world mortality data, showcased the stack ensem-
ble’s superiority over individual base models. We also 
found that when building a stack ensemble algorithm, the 
predictive performance of the model can be improved by 
increasing the number of base models. This study con-
tributes to the relatively scarce research on mortality 
forecasting by introducing a hybrid model that combines 
the classical Lee–Carter model with machine learning 
models, particularly the stack ensemble. Through this 
innovative approach, the study provides valuable insights 
into enhancing mortality prediction accuracy. By bridg-
ing classic mortality modeling with advanced machine 
learning, the hybrid model offers a powerful tool for 
policymakers, actuaries, and healthcare practitioners to 

inform decisions and plan for the future. The findings of 
this research pave the way for further advancements and 
improvements in mortality forecasting methodologies, 
thus contributing to the broader understanding and man-
agement of mortality risks in various sectors.

In addition to the significant progress achieved in this 
study, there are several fascinating avenues worth explor-
ing to enhance the hybrid Lee–Carter model for pre-
dicting mortality. Exploring new ensemble techniques, 
such as expanding the stack ensemble with additional 
uncorrelated models, could also yield valuable insights 
for enhancing model performance. Secondly, future 
research should broaden the hybrid approach’s applica-
tion to various demographic groups and timeframes to 
ensure its utility in diverse contexts. Strengthening the 
model’s effectiveness and applicability can be achieved by 
confirming its robustness across different demographic 
scenarios and historical periods. Assessing its perfor-
mance across varied geographic regions, socioeconomic 
segments, or diverse populations can provide a com-
prehensive understanding of the model’s strengths and 
limitations. Ultimately, this investigation lays a strong 
groundwork for future progress in mortality prediction, 
contributing to more precise and impactful forecasts in 
healthcare, actuarial science, and public policy domains.
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